
Tools for transparency: 
From data to development to device

Prof Alastair Denniston & Dr Xiaoxuan Liu

AI & Digital Health Research & Policy Group, Birmingham UK



Responsible Innovation in AI for Health…

Dr Joe Alderman
Anaesthetics/Critical Care Dr, PhD student

Bias in peri-operative risk 
prediction models

STANDING Together

Jaspret Gill
Project Research Officer

STANDING Together

Dr Aditya Kale
Medical Doctor, PhD student

Regulation and Post Market Safety 
Monitoring of AI

Dr Trystan MacDonald
Ophthalmologist, PhD student 

Target Product Profiles for AI in 
Diabetic Eye Screening

Charlotte Radovanovic
Programme Manager 

Dr Elinor Laws
Medical Doctor, Research fellow

STANDING Together
Gender Bias in Large Language 

Models

Dr Jo Palmer
Postdoctoral Research Fellow

STANDING Together

Dr Jeffry Hogg
Ophthalmologist, PhD student

Implementation and delivery of 
AI in the NHS

Dr Sonam Vadera
Radiologist, AI Fellow

Medical Algorithmic Audit in Chest 
Imaging and Stroke 

Dr Qasim Malik
Paediatrician, AI Fellow

Medical Algorithmic Audit in 
Skin Cancer and Lung Cancer 

… through translation of scientific evidence into best practice in research, 
policy and regulation 

Dr Xiaoxuan Liu
Clinician Scientist

Group Lead

Prof Alastair Denniston
Clinician Scientist

Group Lead



1010101000

1011110001

0101100010

DATA DEVELOPMENT DEVICE

Tools for transparency



1010101000

1011110001

0101100010

DATA DEVELOPMENT DEVICE

Tools for transparency

Transparency in data

• Datasheets for Datasets

• STANDING Together Transparency in development

• Model cards

• STANDING Together

Transparency in device 

performance

• Trial registration

• Reporting guidelines 

(CONSORT-AI etc)

• Intended use statements

• Medical algorithmic audit 

• Local and national sharing of 

data in the post-market phase.



Transparency as a tool for addressing risk of bias

Chen IY, Pierson E, Rose, S…Ghassemi M Ethical Machine Learning in Healthcare. Annual Review of Biomedical Data Science 2021 4:1, 123-144



Transparency in data



arXiv:1803.09010

Tools for reporting data

https://arxiv.org/abs/1803.09010


arXiv:1803.09010

Tools for reporting data

Motivation

Composition

Collection process

Pre-precessing/cleaning/labelling

Uses

Distribution

Maintenance

https://arxiv.org/abs/1803.09010


Growing evidence of 

patient harm caused or 

worsened by AI biases

Obermeyer et al (2019) 
Seyyed-Kalantari et al (2021)

Daneshjou et al (2022)
& others



Health data poverty – are you off the map?



Arora, A., Alderman, J.E., Palmer, J…Liu X. The value of standards for health datasets in artificial intelligence-based applications. Nat Med 29, 2929–2938 (2023)



Developing standards for data 
Diversity, INclusivity, and 

Generalisability

www.datadiversity.org

http://www.datadiversity.org/




We will develop standards to 
promote transparency of bias in 
health datasets, and mitigate the risk 
of health inequalities caused by AI 
medical devices.



Nov 2021



Delphi participants

Other
Member of the public

Healthcare professional

Policy, 

regulation, 

law

Computer scientist.

and/or data scientist

58 countries
>350 stakeholders

An International 
Consensus Study



www.datadiversity.org
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Transparency in development

Transparency in development

• Model cards

• STANDING Together



arXiv:1810.03993

Details

Intended use

Factors

Metrics

Evaluation data

Training data

Quantitative analysis

Ethical considerations

https://arxiv.org/abs/1810.03993


www.datadiversity.org



1010101000

1011110001

0101100010

DATA DEVELOPMENT DEVICE

Transparency in device performance

Transparency in device 

performance

• Trial registration

• Reporting guidelines 

(CONSORT-AI etc)

• Intended use statements

• Medical algorithmic audit 

• Local and national sharing of 

data in the post-market phase.



Trial registration, design and reporting

Only 11 of these specifically 

reference that they are using an 

FDA-cleared device



Trial registration, design and reporting

Ensure studies are designed and reported according to best practice. Studies that fail to do this 

may hide significant bias, which could undermine the results.

Key guidelines are CONSORT-AI for RCTs, SPIRIT-AI for trial protocols and DECIDE-AI for 

earlier stage studies.1

www.clinical-trials.ai

http://www.clinical-trials.ai/


Intended Use Statements



AI Errors

Human Factor + Pathway Errors

Patient Harms

Medical algorithmic auditing

In silico evaluation Interventional 
prospective evaluation VigilanceSilent/Shadow 

evaluation



Algorithmic Auditing

Liu et al. The Medical Algorithmic Audit Lancet Digital Health 2022. 

Lauren Oakden-Rayner et al. Lancet Digital Health 2022 
Validation and algorithmic audit of a deep learning system for the detection of proximal femoral fractures in patients in the emergency 
department

Medical algorithmic auditing

In silico evaluation Interventional 
prospective evaluation VigilanceSilent/Shadow 

evaluation



Medical algorithmic auditing

Liu et al. The Medical Algorithmic Audit Lancet Digital Health 2022. 



Medical algorithmic auditing

Liu et al. The Medical Algorithmic Audit Lancet Digital Health 2022. 



Manufacturer’s performance claims



Manufacturer’s performance claims
Overall local performance



Manufacturer’s performance claims
Overall local performance

Subgroup performance



Manufacturer’s performance claims
Overall local performance

Subgroup performance

Unmonitored groups



Responsible Innovation in AI for Health 

Working together to ensure AI technologies are: 
safe, effective, equitable and sustainable.

Translating scientific evidence into best practice in 
research, policy and regulation 

STANDING Together
datadiversity.org

Incubator for AI &           
Digital Healthcare

Responsible Innovation
Regulatory Science

www.clinical-trials.ai


